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PROCEEDINGS ARTICLE 

Blockchain Design for an Embedded System 

Sara Falcone,*† John Zhang,‡ Agnes Cameron,§ Amira Abdel-Rahman†† 

Abstract.  This paper proposes a blockchain-based mapping protocol for distributed robotic 

systems running on embedded hardware. This protocol was developed for a robotic system 

designed to locomote on lattice structures for space applications. A consensus mechanism, 

Proof of Validity, is introduced to allow the effort of mining blocks to correlate with the 

desired tasks the robotic system was designed for. These robots communicate using peer-to-

peer LoRa radio. Options, trade-offs and considerations for implementing blockchain 

technology on an embedded system with wireless radio communication are explored and 

discussed.  

 

1.   Introduction 

Recent advances in cryptocurrency have fueled a more general interest in the blockchain as a 

form of decentralized and Byzantine fault-tolerant consensus mechanism. Concurrently, the 

field of swarm robotics is growing rapidly, with applications ranging from farming to search 

and rescue, to space exploration.1, 2 In both cases, these developments mark a shift from reliance 

on centralized control mechanisms to trust in distributed and fault tolerant networks.  

 

1.1   Distributed Consensus Mechanisms—Satoshi Nakamoto’s paper Bitcoin: a Peer-to-Peer 

electronic cash system created the first practically-implemented blockchain.3 The Blockchain 

forms a distributed ledger: each node in the Bitcoin network maintains a record of every 

transaction taken place between peers. Consensus is achieved through a trust-less and 

distributed protocol known as Proof-of-Work (PoW), not via a central arbiter.  

The PoW consensus mechanism is a pseudorandom process by which each node in the 

network competes to add new transaction information to the Blockchain—‘mining a block.’  

Since the release of Bitcoin, there have been several other blockchain-based systems proposed 

and implemented, most notably Ethereum, 4 which introduces the idea of the ‘smart contract,’ 

an agreement to perform some action dependent on events either internal or external to the 

blockchain. Although mainstream Ethereum also employs PoW as its consensus mechanism, a 

proposed change to the Ethereum blockchain would implement the Proof-of-Stake protocol 

(PoStake) in a bid to conserve energy and bring down transaction times. PoStake uses the 

investment each node has in the network to ‘weight’ the vote they can contribute, essentially 

protecting against bad actors using expense, rather than PoW’s computational power. 
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Other proposed consensus mechanisms are many and varied. Popular in private blockchains 

is Proof-of-Authority (PoA), in which only ‘trusted’ entities may maintain the blockchain, with 

the ability to vote potentially malicious nodes out. While this does not maintain the degree of 

decentralization achieved by full PoW, it can be useful in cases where trust should be spread 

amongst a network of entities. 

The FOAM whitepaper introduces the concept of a Proof-of-Space (PoSpace) which uses a 

network of radio beacons to create a secure localization protocol.5 This addresses a key issue in 

blockchain-based systems: taking in ‘real-world’ data, reliably, and appending it to a 

blockchain.  

 

1.2  Decentralized Robot Systems—There are several examples of decentralized robotic systems 

that incorporate peer-to-peer communication between the agents using limited local 

communication,  such as line of sight schemes, 6 , 7   as well  as simulations  where  the 

communication is virtually restricted to nearest neighbors.8, 9 Many examples, and simulations 

of distributed robotic systems also exist where communication is received by all nodes and they 

form a mesh network for routing information,10 while other mesh applications are focused on 

covering distances too large for a single point of communication, such as wireless sensor 

networks (WSN),11 forming point-to-point and multi-hop networks.  

A concern in decentralized robot systems is robustness to malicious or faulty actors, here 

referred to as ‘Byzantine’ agents. Byzantine fault tolerance requires that, even with malicious 

or faulty actors making up one third of the total agents, consensus may still be reached between 

valid agents, without requiring a centralized mediator.12 A key advantage of using blockchains 

in a swarm robotics context is the robustness of the data structure to faulty data and byzantine 

agents.13 However, few implementations of blockchain technologies, if any, have been proposed 

and implemented on robot-specific hardware using embedded systems.  

Organizations such as NASA are interested in leveraging swarm technology to increase 

robustness and autonomy of their systems. 14  If hardware fails on a single agent in a swarm 

system the other agents will fill in, replacing the role of the failed agent, continuing the mission. 

As any agent may fail randomly it may be advantageous for each agent to have a record of what 

tasks the others in the system have performed, which is an advantage of a distributed data 

structure. 

In addition, storing all data on every agent makes the retrieval of the data easier, particularly 

of interest in space applications. A convoy can be sent to a single agent, acquiring it and 

returning it to earth while leaving the rest of the system running on site. Additional agents can 

be added to the system after the mission begins, and if the robots control scheme is also 

decentralized the swarm will adopt them and change its behavior to incorporate the additional 

resources. Alternatively, a “sniffer agent” could be employed purely to retrieve an up-to-date 

blockchain. 

We investigate the use of blockchain technology for a swarm of robots specifically designed 

to map lattice space structures. Blockchains are not the only way to decentralize, rather this 

paper aims to explore what can be done with blockchain technology in an embedded system and 

discuss the necessary trade-offs. 
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2.   Implementation of Blockchain BILL-E 

Fig. 1. To take a step forward the robot moves its front foot two voxel forward, then follows with its back foot by 

moving it one voxel forward. The dashed arcs show the path of the traveling foot. 

The robot’s body is designed such that it can reach the three voxels immediately in front of it, 

and step forward by stepping over the central voxel.15 The robot can also turn 90 degrees in 

either direction. These constraints vastly reduce the complexity and variability of the robot’s 

motion. We chose to implement a local state machine approach to path planning, though there 

are many other methods. Figure 2 shows the robot locomoting on a structure and detecting void 

voxels. As the robots locomote and explore the structure, they expand and fill in a map 

describing what has been explored. 

 

Fig. 2. As the robot explores the lattice structure from I to V it detects if voxels are present or not. In stage I, II and V the 

robot places its front foot on the 3 voxels immediately in front of itself to determine if they are there or it is void. Notice 

the robot sensing the empty voxel in the bottom of stage III. In stage II and IV the robot senses the voxel two 

spaces in front of itself and steps forward if there is a voxel there. 

As each robot explores the structure every time a foot steps onto a voxel, or space where a voxel 

could be, it creates a transaction containing the elements shown in Table 1. These include the 

coordinates of the voxel and a Boolean: 1 showing there is a voxel present, or 0 indicating a 

void, and the ID of the robot that mapped the voxel. All robots are listening and record all heard 

transactions locally in an array, called the mempool. Each block contains a header as well as the 

transaction data. The data stored in each is listed in Table 1. A low-level hash function is used 

to maintain traceability between the added blocks.    
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Table 1. Contents of each block’s header and transaction data. 

Header Field Data Size 

Previous Hash SHA1 or djb2 20 bytes 

Time stamp UNIX 32 bits 

Transaction data   

Voxel coordinates X, Y 4 bytes 

Voxel state 1 for TRUE, 0 for FALSE 1 bit 

Diagnostic results 2 x Battery voltage, Float 64 bits 

Robot IDs 2 Integers 4 bytes 

Transaction timestamps 2 x UNIX, 32-bit 64 bits 

 

As robots explore the structure, they fill in an array of where they have traveled. By traveling 

along the edge of the structure the robot defines the boundary of the structure and fills in the 

map towards the center. Every time a robot adds a transaction to the mempool it checks to see 

if there already exists a transaction with the same coordinates. When a second robot maps the 

same voxel a second, redundant transaction will be made with the same coordinates. Redundant 

transactions by separate agents, who both report clean system diagnostics is considered Proof 

of Validity, allowing the two transactions to be combined into a mined block, and added to the 

blockchain. This means that each block contains data for a single voxel. If there is conflicting 

data between two overlapping transactions both robot IDs who reported the inconsistency are 

flagged, and the transactions are not mined. Future work is needed to develop efficient and 

secure methods to dealing with these faulty schemes.  

Figure 3 shows simulations of two robots following a naive algorithm for mapping and 

exploration. Each robot is seeded from the same location, which provides a global coordinate  

system. This assumes the robots arrived at the structure via the same convoy. Each robot first 

tries to travel to the right, and records if there is a voxel there or not. If it can turn right it does, 

otherwise it explores the voxel in front of it. If it is present it steps forward, if not it steps to the 

left. If there are no unexplored options, the robot picks a random direction to travel repeating 

these steps until the entire map is filled in.  

Blockchain implementations stand apart from other decentralized data structures because they 

require each agent to keep a record of every transaction made by every agent in the system. 

Many critics of blockchains target the redundancy of this data storage as an unnecessary 

inefficiency. However, for our application it is advantageous as all robots can use a complete 

map of the structure they are exploring to decide where to move and explore. In addition, this 

redundancy allows the retrieval of a single agent, or sniffer, to gather the history of the entire 

swarm and thus a complete map. 

 

2.1  Blockchain Implementation: Proof of Validity—We propose an alternative method, 

inspired by as Proof of Stake, which is meaningful to the robotic system adopting this data 

structure. We incorporate results from a hardware diagnostic test, as well as multiple 

measurements, into our Proof of Validity (PoV) method for trusting a transaction.   
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Fig. 3. These snapshots are from a simulation showing two robots explore and map an arbitrary lattice 

surface. In the simulations white voxels are unexplored, red voxels have been explored by a single robot, 

and blue voxels are mined. 

The hardware diagnostic test can include readings such as temperature, power usage, 

odometry readings in comparison of robots’ location via an external system, etc. Hardware 

diagnostics such as these are commonly incorporated into products that boast reliability. Before 

data can be added to the blockchain using PoV, the robot associated with it must pass a system 

diagnostic with a clean “bill of health” to ensure the efficacy of the sensor readings.  

Incorporating this hardware diagnostic into the Proof of Validity flags hardware failures and 

keeps a constant record of the hardware’s performance enabling research and development for 

future systems.  

Sample size is an important consideration for experimentation. For our proof of concept 

exploration, we were mainly interested in implementing a useful form of blockchain that would 

work with BILL-E, but the developed protocol can be utilized towards other systems. If the 

robot were not constringed to the lattice structure one could imagine them traversing the surface 

of a planet. In that case a map is much more extensive than an array of Boolean values describing 

if a voxel is present of not. It would be nearly impossible to record redundant topological 

readings with meaningful resolution given noise and actual changes that can occur in exposed 

environments, though average readings with a threshold deviation could be considered PoV.  

With PoV difficulty is not determined by incrementing a nonce, instead the amount of time 

robots need to map determines the cadence between block addition. Incorporating statistical 

metrics on the sensor readings and adjusting the threshold could also be used to control the 

mining difficulty.   
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3.  Limitations of Embedded Systems for Blockchain Implementation 

Usage of the blockchain paradigm on embedded systems for distributed or multi-agent robotics 

is still uncommon. The primary factor behind the lack of embedded blockchain implementations 

is the limitations of embedded hardware. These limitations include processor speed, SRAM, 

storage, and bandwidth. Traditionally, blockchain implementations for cryptocurrencies require 

significant amounts of dedicated hardware to run. For instance, the current Bitcoin blockchain 

is over 145 GB (at the time of writing) and grows at a rate of nearly 10 MB per block added 

every ten minutes.16 Additionally, the Proof-of-Work algorithm used for Bitcoin, SHA256, is 

computationally intensive and requires substantial processing capability for a miner to be 

successful. 17  The peer-to-peer nature of blockchain networks imposes the additional 

requirement of fast wireless communication between nodes, a field that is only recently 

penetrating embedded systems in the form of nascent Internet-of-Things technology.18 

The BILL-E robot controller design, shown in Figure 4, is based off of a Feather M0 

featuring a ATSAMD21G18 ARM Cortex M0 processor clocked at 48 MHz. The inherent 

limitations in embedded systems make transferring data structures from application software 

non-trivial. For instance, though work-arounds exist, the C programming language does not   

natively support mutable arrays, which are pivotal for blockchain implementation.  

The processor implementation of the BILLE has 256KB of FLASH and 32KB of RAM but 

no EEPROM. Although the FLASH and RAM storage are sufficient to host a blockchain of the 

required size for the BILL-E lattice mapping operation, the lack of EEPROM for this system 

means that the blockchain is lost after power cycle. This is a fundamental limitation of this 

robotic platform that exposes any blockchain implementation to the risk of permanent erasure. 

A further consideration is the implementation of the peer-to-peer network. The BILL-E uses 

LoRa for wireless communication between nodes. LoRa is advantageous for small distributed 

robotic platforms because of its low power consumption, low cost, and long range.19  The 

tradeoff of this wireless communication standard is the lower bandwidth. Table 2 summarizes 

the typical maximum bitrate of LoRa and competing wireless communication technologies.  

Fig. 4. Control board developed for Blockchain BILL-E  
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Table 2. Comparison of bit rate between communication standards. 

Wireless Communication Standard Maximum Bitrate 

LoRa 50 kbps 

Bluetooth 800 kbps 

Wifi 600 Mbps 

 

With the M0 processor, the SHA256 hash algorithm, standard to Bitcoin, cannot be computed 

in a reasonable amount of time. Here, djb2 is used for ease of implementation, though it is not 

a cryptographic hash function. Given the bandwidth limitations a hashing algorithm that 

computes a short hash is ideal, allowing more blocks to be transferred within a single packet. 

For instance, SHA-1 results in a 20 bytes hash, though there is an extreme trade-off in security. 

For BILL-E, the maximum packet size and message latency for reliable communication was 

experimentally found to be 200 bytes and 200 milliseconds. This is for continuous broadcast 

during which other robotic operations such as movement are necessarily suspended. Given 

Table 1, which shows each transaction needs 385 bits, we found that we can only communicate 

five transactions in a single packet. The blockchain would be meaningless if it were restricted 

to the size of a LoRa packet. To provide a sense of scale, if we constrained the blockchain to fit 

in a single packet, and the blockchain were the lyrics to “Lucy in the Sky with Diamonds” by 

the Beatles, it would be truncated at the first stanza: 

 
Picture yourself in a boat on a river 

With tangerine trees and marmalade skies 

Somebody calls you, you answer quite slowly 

A girl with kaleidoscope eyes 

Cellophane flowers of yellow and green 

 

Although a multi-packet communication protocol is possible, it has not yet been implemented 

in this first demonstration as it is not necessary for standard addition of blocks, where each node 

keeps up to date with the network. It is however necessary to develop this capacity for adding 

new robots into a system, or to merge divergent blockchains. This is not a “light node” approach 

as the hardware stores the entirety of the blockchain, as it has space for several thousand 

transactions.  

With any wireless implementation Equation 1 can be balanced to inform the design of a 

custom blockchain. The size of the data in the header, H, plus the transaction data, T must 

balance with the total packet size, P, minus the required meta data to send a message, M, which 

includes time information and message type, for however many blocks are to be fit into this 

single packet, N. N will be the length of the blockchain transmitted. With this ratio we calculate 

the length of a message. 

𝑃−𝑀

𝑁
= 𝐻 + 𝑇                                                            (1) 
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4.  Discussion 

Proof of Validity (PoV) is a means of constructing a distributed, mapping framework. This is 

an exploratory implementation with very limited hardware, which has greatly influenced the 

design. This system is still in an experimental phase; however, we have successfully 

demonstrated the implementation of a blockchain on an embedded system. In addition, we 

outline a protocol for linking mobile agents with LoRa communication and propose a 

framework for optimization over limited bandwidth. In further developing the system, it will be 

necessary to address the sever bandwidth limitation by implementing some degree of 

multipacket reception or a different communication protocol. 

The consensus algorithm should allow the robots to traverse the entirely of the surface 

without collision, and with as few robot steps as possible explore each voxel twice, such that its 

map can be incorporated into the blockchain. Scenarios such as the robots diverging and forming 

independent blockchains should be more carefully evaluated. Traditionally, when two 

blockchains rejoin the longer is favored for consensus and the shorter blockchain gets truncated 

to the last common node, orphaning blocks. Given the environment and limited recourses this 

system is designed for, it is not desirable to discard data. It is also not as likely or advantageous 

for byzantine agents to corrupt the data and add extended false blocks. However, considering 

these system trade-offs, we pose the question: at what point does the word ‘blockchain’ stop 

being a meaningful descriptor?  

 This exploration brought up many considerations regarding trade-offs in robotic design for 

use with blockchain. For instance, the amount of hardware power and time used for robot-

specific action versus blockchain processing. Assuming resources such as time, energy and 

processing power are either dedicated to robot functions, i.e. completing the tasks the robot was 

designed for, or blockchain actions, necessary to validate the robot functions, Equation 2 can be 

used to characterize the amount of resources that are invested in ‘useful work’ for cost-benefit 

analysis of blockchain implementation on specific systems. 

 

𝑆𝑦𝑠𝑡𝑒𝑚 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =  
𝑅𝑜𝑏𝑜𝑡 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛

𝐵𝑙𝑜𝑐𝑘𝑐ℎ𝑎𝑖𝑛 𝐴𝑐𝑡𝑖𝑜𝑛𝑠 +  𝑅𝑜𝑏𝑜𝑡 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
                         (2) 

 
Using multiple processors would allow simultaneous operations for blockchain- and robot-

specific tasks, more effectively parallelizing the process. Our hardware also lacked long term 

memory, which is an obvious necessity for a robust system. 

 We believe this proposal remains true to the intention of blockchain technologies, keeping 

a peer-to-peer, distributed data structure which is fault tolerant and does not necessitate a central 

arbiter to “keep peace.” Though this architecture has yet to be fully realized, it is a step towards 

enabling blockchain technologies in robotic applications. 
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